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Abstract  
 
Objective: Automatic diagnosis of psychiatric disorders such as bipolar disorder (BD) through machine learning techniques 

has attracted substantial attention from psychiatric and artificial intelligence communities. These approaches mostly rely 
on various biomarkers extracted from electroencephalogram (EEG) or magnetic resonance imaging (MRI)/functional MRI 
(fMRI) data. In this paper, we provide an updated overview of existing machine learning-based methods for bipolar disorder 
(BD) diagnosis using MRI and EEG data. 
Method: This study is a short non-systematic review with the aim of describing the current situation in automatic diagnosis 

of BD using machine learning methods. Therefore, an appropriate literature search was conducted via relevant keywords 
for original EEG/MRI studies on distinguishing BD from other conditions, particularly from healthy peers, in PubMed, Web 
of Science, and Google Scholar databases. 
Results: We reviewed 26 studies, including 10 EEG studies and 16 MRI studies (including structural and functional MRI), 

that used traditional machine learning methods and deep learning algorithms to automatically detect BD. The reported 
accuracies for EEG studies is about 90%, while the reported accuracies for MRI studies remains below the minimum level 
for clinical relevance, i.e. about 80% of the classification outcome for traditional machine learning methods. However, deep 
learning techniques have generally achieved accuracies higher than 95%. 
Conclusion: Research utilizing machine learning applied to EEG signals and brain images has provided proof of concept 

for how this innovative technique can help psychiatrists distinguish BD patients from healthy people. However, the results 
have been somewhat contradictory and we must keep away from excessive optimistic interpretations of the findings. Much 
progress is still needed to reach the level of clinical practice in this field. 
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Bipolar disorder (BD) is a chronic psychiatric illness 

that affects approximately 1% of the general population 

(1-3). BD causes a large socio-economic burden. Some 

challenges still remain for the management of BD, 

including its under-diagnosis in clinical settings (4). At 

this time, diagnosis is based solely on clinical evaluations, 

which can be influenced by subjective biases of patients 

and informants in reporting symptoms. This results in 

common misdiagnosis and a relatively long delay 

between onset and diagnosis of BD (5). Delay in 

treatment may lead to episode recurrence and poor 

outcomes (6). Therefore, early diagnosis and timely 

treatment in a personalized manner can have important 

effects on prognosis (7). 

Growing evidence supports neurological changes in BD 

(8-10). Different neuroimaging and electrophysiological 

researches (mostly in the form of cross-sectional case-

control studies) reported various alterations in the brain 

structure and function of patients with BD compared to 

healthy individuals (11, 12). For example, we can 

mention abnormal alpha fluctuations and deficits in visual 

and auditory steady-state potentials in EEG studies on BD 

(13, 14), as well as abnormal volumes of grey matter and 

dysfunction of frontal areas of the brain and the limbic 

system in neuroimaging studies on BD (15, 16). In recent 

years, automatic diagnosis of psychiatric disorders such 

as BD through machine learning techniques has attracted 

substantial attention from psychiatric and artificial 

intelligence communities (17). These approaches mostly 

rely on various biomarkers extracted from EEG or 

MRI/fMRI data (18-20).  

Machine learning is a branch of artificial intelligence that 

may be used for big data analysis purposes. It utilizes 

complicated mathematical algorithms to implement 

learning models. Machine learning algorithms recognize 

various patterns in datasets for extracting knowledge from 

and making predictions on unlabeled data (Figure 1) (21). 

In machine learning approaches, prediction and 

classification models are trained to a research sample and 

produce outcomes at the individual level (supervised 

learning) or at the group level (unsupervised learning) 

(22). These models have the potential to address the 

complexity of BD neuropathology and become promising 

predictive tools in clinical settings in the near future. 

Therefore, a growing number of MRI and EEG studies 

have tried to utilize machine learning to differentiate BD 

from healthy individuals and other mental illnesses (18, 

23). Machine learning can help distinguish BD from 

schizophrenia or major depressive disorder in the first 

episode of psychosis or depression. Furthermore, it may 

yield outcome biomarkers, directing the intensity and type 

of treatment at the individual level. Machine learning-

based methods can also anticipate treatment outcomes 

according to neuroimaging or electrophysiological data 

(24, 25). 

 

 
Figure 1. General Stages of Bipolar Disorder Diagnosis Using Machine Learning Approach 

 

Previous review articles have discussed some important 

aspects of the field, however, without highlighting the 

clinical opportunities and challenges arising from the use 

of machine learning techniques for the management of 

BD (26, 27). In this paper, we provide an updated 

overview of existing machine learning-based methods for 

BD diagnosis using MRI and EEG data. In this regard, 

important methodological challenges of the original 

papers were assessed to determine the reliability of their 

results and observations. In addition, we attempt to 

provide practical suggestions for future machine learning 

studies. 
 

EEG studies 

We reviewed 10 articles (28-37) that attempted to classify 

patients with BD versus healthy subjects using machine 

learning techniques and EEG signals. Sample sizes in 

EEG studies ranged from 36 to 89 subjects. All studies 

adopted the 10-20 international standard for electrode 

placement. They also used Ag/AgCl electrode type to 

record the signal. Different preprocessing approaches 

were adopted in studies to prepare EEG data for further 

analysis. Most studies utilized the resting state with eyes 

open and closed for EEG recording, except for Nazhvani 

et al. (30) who used visual flash stimulation during signal 

recording to elicit visual evoked potentials reaching 

92.85% accuracy. Most studies utilized band-pass filters, 

notch filters and independent component analysis to 

reduce noise, various artifacts and other interference of 

the EEG signals, except for two studies (31, 34) in which 

visual inspection was performed to remove artifacts from 

the data. These studies utilized both linear (e.g., frequency 

band power) and nonlinear (e.g., fractal dimension and 

entropy) features as inputs to machine learning methods. 

Leave-one-out is the most used cross-validation method 

in these studies. Hold-out and K-fold cross-validation are 

other methods used for validation purposes. Multilayer 

perceptron neural network and K-nearest neighbor are 

among the machine learning methods for classifying BD 

from healthy subjects using EEG signals. Two recent 

studies used deep learning methods for the EEG 

distinction of BD from healthy controls and reported 

relatively high accuracy compared to other techniques 

(36, 37). The reported classification accuracy is in the 

range of 76-96.88% (see Table 1).
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Table 1. Summary of Electroencephalogram Studies on Bipolar Disorder Diagnosis through Machine Learning Techniques 
 

Author (date) Research sample Recording protocol Extracted features Machine learning technique 
Validation 

method 
Outcomes 

Sadatnezhad et 
al. (2011) (28) 

22 BD patients, 21 ADHD 
patients (age range: 10-22 

years) 

Two open-eyes and 
closed-eyes resting 
states through 22 

electrodes 

Fractal dimensions, 
autoregressive model 

coefficients, band power, and 
wavelet coefficients 

a combinatorial classifier based 
on extended classifier system for 

function 
approximation (XCSF) along with 

linear discriminant analysis 
(LDA) 

Leave-one-out 
Best accuracy 

= 86.44% 

Alimardani et al. 
(2013) (29) 

27 BD patients (age: 
17.85±3.68 years), 26 
schizophrenic patients 

(age: 20.92±4.29 years) 

Closed-eyes resting 
state through 22 

electrodes 

Synchronization likelihood, 
robust synchronization and 

phase-locking value 
Support vector machine Leave-one-out 

Best accuracy 
= 92.45% 

Nazhvani et al. 
(2013) (30) 

12 BD patients, 12 ADHD 
patients, 12 healthy 

subjects (age range: 10-22 
years) 

During 1-Hz visual 
stimuli in the form of 
a flash excitement 

through 22 
electrodes 

Amplitude and latency of P100 
(a visual-evoked potential 

component) 
K-Nearest Neighbor Leave-one-out 

Accuracy = 
92.85% 

Khaleghi et al. 
(2015) (31) 

18 BD type I patients (age: 
15.7±1.5 years), 20 BD 

type II patients (age: 
16.1±1.5 years) 

Open-eyes resting 
state through 22 

electrodes 

Morphological, time, frequency 
and time-frequency features as 

linear features and 
approximate entropy as a 

nonlinear feature 

Multilayer perceptron neural 
network 

Hold-out 

Best accuracy 
= 91.83% 

Erguzel et al. 
(2016) (32) 

31 BD depressive episode 
patients, 58 unipolar 
depressive episode 

patients 

closed-eyes resting 
state through 22 

electrodes 

Cardance values in delta, theta 
and alpha frequency bands 

Back-propagation neural network 
Six-fold cross-

validation 

Accuracy = 
89.89%, 

sensitivity = 
83.87% for BD 
and 93.1% for 

unipolar 
patients 

Metin et al. 
(2018) (33) 

18 frontotemporal 
dementia patients, 20 BD 
patients (age range: 52-77 

years) 

closed-eyes resting 
state through 22 

electrodes 

Relative frequency band power 
from F3, F4, T3, T5, T4, T6 

electrodes 

Multilayer perceptron neural 
network 

Three-fold cross-
validation 

Accuracy = 
76% 

Khaleghi et al. 
(2019) (34) 

21 BD type II patients 
(age: 16.1±1.51 years), 18 

healthy subjects (age: 
16.3±1.32 years) 

Open-eyes resting 
state through 22 

electrodes 
Alpha power and alpha entropy K-Nearest Neighbor Hold-out 

Accuracy = 
95.8%, 

sensitivity = 
95.1%, 
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specificity = 
97.3% 

Mateo-Sotos et 
al. (2022) (35) 

105 BD patients, 205 
comparison subjects 

Resting state 
through 32 
electrodes 

Band powers, approximate 
entropy, fractal dimension, 

detrended fluctuation analysis, 
hurst exponent 

Extreme gradient boosting 
10-fold cross-

validation 
Accuracy = 

94% 

Metin et al. 
(2022) (36) 

169 BD type I patients 
(age: 44.51±14.37 years), 
45 healthy subjects (age: 

40.88±10.76 years) 

closed-eyes resting 
state through 22 

electrodes 
Deep learning based features Convolutional neural network Hold-out 

Accuracy = 
96%, 

sensitivity = 
98.45%, 

specificity = 
85.62% 

Lei et al. (2022) 
(37) 

82 BD patients (age: 
28.94±7.74 years), 101 

MDD patients (age: 
28.85±5.26 years), 81 
healthy subjects (age: 

26.26±5.62 years) 

Open-eyes resting 
state through 64 

electrodes 
Deep learning based features Convolutional neural network 

10-fold cross-
validation 

Accuracy = 
96.88% 
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Neuroimaging studies 

We reviewed 16 articles (38-53) that attempted to classify 

patients with BD versus healthy subjects using machine 

learning techniques and brain images. The sample sizes 

(ranged from 27 to 3020 individuals) in these studies are 

considerably larger than EEG studies, which greatly 

contributes to the validity of the findings. The 

classification accuracy is in the range of 55.9-100%. 

Diffusion tensor imaging, structural MRI and functional 

MRI modalities were utilized in these studies. Both grey 

matter and white matter features were extracted, and most 

studies utilized vortex-wise features to classify BD from 

healthy individuals using brain images. K-fold cross-

validation is the most widely used method in MRI studies. 

Support vector machine is the most popular classifier in 

neuroimaging studies for BD diagnosis. Structural MRI 

studies achieve 55.9-88.1% accuracies (42-44, 47, 50-52), 

resting-state functional MRI studies achieve 61.7-82.22% 

accuracies (39, 45, 49), task-based functional MRI studies 

achieve 59.72% and 83.5% accuracies (46, 48), and DTI 

studies achieve 78.12% and 100% accuracies (38, 41). 

Furthermore, one study used deep learning methods to 

distinguish BD from healthy controls through structural 

MRI data and reported a high accuracy of 99.72% (53) 

(see Table 2). 

 

Table 2. Summary of Magnetic Resonance Imaging Studies on Bipolar Disorder Diagnosis through 
Machine Learning Techniques 

 

Author 
(date) 

Research 
sample 

Modality 
Extracted 
features 

Machine 
learning 

technique 

Validation 
method 

Outcomes 

Besga et al. 
(2012) (38) 

12 BD type I 
patients (age: 
69.55±7.58 
years), 25 

healthy 
subjects (age: 

71.65±8.55 
years) 

Diffusion 
tensor 

imaging 

Fractional 
anisotropy 

Support vector 
machine 

Leave-one-
out 

Accuracy = 
100%, 

sensitivity = 
100%, 

specificity = 
100% 

Anticevic et 
al. (2014) 
(39) 

67 BD adult 
patients, 47 

healthy adults 

Resting state 
functional 

MRI 

Thalamic 
connectivity 

map 

Support vector 
machine 

Leave-one-
out 

Accuracy = 
61.7%, 

sensitivity = 
75.5%, 

specificity = 
72.2% 

Jie et al. 
(2015) (40) 

21 BD patients 
(age: 21.6±2.9 

years), 25 
MDD patients 
(age: 20.1±2.8 

years), 23 
healthy 

subjects (age: 
20.5±1.9 

years) 

Resting state 
structural and 

functional 
MRI 

Fractional 
magnitude of 
low frequency 

fluctuation, 
voxel-wise grey 
matter volume 

Support vector 
machine-

based 
adaptive 
forward-

backward 
greedy 

algorithm 

Leave-one-
out 

Accuracy = 
80.78% 

Mwangi et 
al. (2015) 
(41) 

16 BD patients 
(age: 

12.24±3.31 
years), 16 

healthy 
subjects (age: 

12.42±3.06 
years) 

Diffusion 
tensor 

imaging 

Radial 
diffusivity, 
fractional 

anisotropy, 
axial diffusivity 

Support vector 
machine 

Leave-one-
out 

Accuracy = 
78.12%, 

sensitivity = 
68.75%, 

specificity = 
87.5% 

Sacchet et 
al. (2015) 
(42) 

40 BD type I 
patients (age: 

37.8±9.6 
years), 57 

MDD patients 
(age: 

37.1±10.1 
years), 35 

remitted MDD 
(age: 42.9± 

8.6 years), 61 
healthy 

Structural 
MRI 

Right and left 
ventral and 

caudate 
diencephalon 

volume 
residuals 

Support vector 
machine 

10-fold cross-
validation 

Accuracy = 
55.9% 
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subjects (age: 
37.2±10.4 

years) 

Mwangi et 
al. (2016) 
(43) 

128 BD 
patients (age: 
37.56±11.6 
years), 128 

healthy 
subjects (age: 
36.33±12.25 

years) 

Structural 
MRI 

Densities of 
grey and white 
matter, voxel-

based 
morphometry 

Relevance 
vector 

machine 

Leave-one-
out 

Accuracy = 
70.3%, 

sensitivity = 
66.4%, 

specificity = 
74.2% 

Salvador et 
al. (2017) 
(44) 

128 BD type I 
patients (age: 

41.4±10.4 
years), 128 

schizophrenic 
patients (age: 

41.5±10.3 
years), 127 

healthy 
subjects (age: 

39.8±10.3 
years) 

Structural 
MRI 

Cortical volume 
and thickness, 
white and grey 
matter voxel-

based 
morphometry 

images in time 
and wavelet 

domains, 
region of 

interest based 
brain volumes 

Random 
forest, support 

vector 
machine 

10-fold cross-
validation 

Accuracy = 
63% 

Li et al. 
(2017) (45) 

22 BD 
depressive 

episode 
patients (age: 
28.73±10.11 
years), 22 

MDD patients 
(age: 

27.68±8.65 
years), 22 

healthy 
subjects (age: 

28.27±9.55 
years) 

Resting state 
functional 

MRI 

Voxel-wise 
degree 

centrality maps 

Support vector 
machine 

Permutation 
tests 

Accuracy = 
81%, 

sensitivity = 
77.27%, 

specificity = 
72.73% 

Frangou et 
al. (2017) 
(46) 

30 BD type I 
patients (age: 

34.7±7.7 
years), 30 

healthy 
subjects (age: 

35.3±5.6 
years) 

Functional 
MRI during n-

back test 

General linear 
model 

coefficients, 
whole-brain 
beta maps 

Gaussian 
process 
classifier 

Leave-two-
out 

Accuracy = 
83.5%, 

sensitivity = 
84.6%, 

specificity = 
92.3% 

Doan et al. 
(2017) (47) 

190 BD type I 
and II patients 

(age: 
35.0±11.3 

years), 223 
schizophrenic 

patients 
(32.1±9.3 

years), 284 
healthy 

subjects (age: 
35.2±9.6 

years) 

Structural 
MRI 

Thickness 
maps, grey 

matter density 
maps 

Random 
forest 

classifier 

Leave-one-
out 

Accuracy = 
66%, 

sensitivity = 
58%, 

specificity = 
72% 

Bürger et al. 
(2017) (48) 

36 BD patients 
(age: 

38.56±12.3 
years), 36 

MDD patients 
(age: 

40.72±11.58 

Functional 
MRI during a 

task of 
emotional 

faces 
presentation 

Three contrast 
images 

generated by 
an event-

related analysis 
from whole 
brain and 

Support vector 
machine, 
Gaussian 
process 
classifier 

Leave-one-
out 

Accuracy = 
59.72% 
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years), 36 
healthy 

subjects (age: 
41.33±6.05 

years) 

regions of 
interest 

Jie et al. 
(2018) 
(49) 

22 BD type I 
patients, 28 

MDD patients, 
23 healthy 

subjects (age 
range: 17-24 

years) 

Resting state 
functional 

MRI 

Averaged 
regional time 

series, 
functional 

connectivity 

Support vector 
machine-

based 
adaptive 
forward-

backward 
greedy 

algorithm 

Leave-one-
out 

Accuracy = 
82.22%, 

sensitivity = 
81.82%, 

specificity = 
82.61% 

Matsuo et 
al. (2019) 
(50) 

158 BD 
patients, 596 

MDD patients, 
777 healthy 

subjects from 
Japan; 36 BD 
patients, 43 

MDD patients, 
132 healthy 

subjects from 
united states; 
all adult age 

Structural 
MRI 

Voxel-based 
morphometry, 
regional grey 

matter volumes 

Support vector 
machine 

10-fold cross-
validation and 
leave-one-out 

Accuracy = 
88.1%, 

sensitivity = 
92.1%, 

specificity = 
73.4% for 
Japanese 
sample; 

accuracy = 
58.3%, 

sensitivity = 
50.0%, 

specificity = 
60.6% for 

united state 
sample 

Schwarz 
et al. 
(2019) 
(51) 

222 BD 
patients, 375 
schizophrenic 
patients, 342 

ADHD 
patients, 1729 

healthy 
subjects; all 

adult age 

Structural 
MRI 

Voxel-based 
morphometry-
based features 

Random 
forest, support 

vector 
machine 

Bootstrapping 
Area under 

curve = 0.63 

Nunes et 
al. (2020) 
(52) 

853 BD type I 
and II patients 

(age: 
37.43±11.64 
years), 2167 

healthy 
subjects (age: 
34.89±12.41 

years) 

Structural 
MRI 

Subcortical 
volumes, 

surface area, 
cortical 

thickness 

Support vector 
machine 

K-fold cross-
validation (K 

= 3±1) 

Accuracy = 
65.23%, 

sensitivity = 
66.02%, 

specificity = 
64.9% 

Li et al. 
(2021) 
(53) 

40 BD patients 
(age: 

25.15±6.59 
years), 89 first-

episode 
psychosis 

patients (age: 
24.12±6.95 
years), 83 

healthy 
subjects (age: 

21.45±7.37 
years) 

Structural 
MRI 

Regional grey 
matter volumes 

Convolutional 
neural 

network 

10-fold cross-
validation 

Accuracy = 
99.72% 
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Discussion 
We investigated machine learning tasks applied to MRI 

and EEG data recorded from BD patients. These works 

present a proof of concept of anticipating BD from brain 

function above chance level. The reported accuracies for 

EEG studies is about 90%, while the reported accuracies 

for MRI studies remains below the minimum level for 

clinical relevance, i.e. about 80% of classification 

outcome. However, as will be noted below, most EEG 

studies suffer from more serious limitations than MRI 

studies. Comparing different researches in this field is a 

very challenging task due to heterogeneous methodology. 

Furthermore, the ways of reporting the findings are very 

variable and diverse. There is an increasing debate in the 

literature about the partial reporting of the results of 

predictive models in machine learning studies. The 

TRIPOD declaration was recently published to 

standardize reporting and direct researchers to better 

implement predictive models (54). None of the reviewed 

works, however, were written according to the standard 

reporting method. This led to heterogeneous and poorly 

comparable reports of findings. In the following, we 

explain the limitations observed in the literature and 

provide practical suggestions for future research in this 

field. 
 

Methodological limitations and practical recommendations 

Most of the reviewed studies suffer from several 

important limitations, including small sample sizes, 

heterogeneity of the patient group in terms of age, gender, 

drugs used, type of disorder, disease episode, and 

cognitive capacities. Almost all EEG studies and some 

MRI studies have small sample sizes, which considerably 

reduces the generalizability of their findings. Previous 

studies have shown that small sample sizes lead to falsely 

increased accuracies reported in machine learning models 

(55). In most studies, it is not clear whether patients with 

BD are in the depressive phase, manic/hypomanic phase 

(type I or type II), or out of the episode, or whether they 

are euthymic patients (28-30, 33, 35, 37, 39-41, 43, 48, 

50, 51, 53). Meanwhile, previous studies have shown that 

there are different patterns of brain abnormalities between 

different episodes of this disorder (10). As a result, this 

issue can have a substantial effect on the reported findings 

and, thus, can affect their reliability and generalizability. 

Therefore, it seems necessary to conduct multicenter 

studies with large patient populations under fully 

controlled conditions (i.e. first episode drug-naïve 

patients, to eliminate possible confounding factors due to 

disease evolution, BD episode, or medications). 

An important point to be noted is the validity and 

reliability of the findings and the accuracy reported in the 

literature. It is very important to incorporate the feature 

selection process in the cross-validation step to achieve a 

reliable result from the estimation process of classifier 

performance. In fact, by applying feature selection on the 

whole dataset before cross-validation, the test dataset will 

also consist of the most relevant features. As a result, the 

classifier artificially performs better on such test datasets 

compared to unseen data. Such an approach causes data 

leakage, which raises the possibility of overfitting and 

biases the obtained findings (56). A similar problem 

occurs when data standardization (i.e., statistical 

harmonization) is performed on the entire dataset before 

cross-validation (57). All of the EEG and MRI studies 

reviewed here suffer from this problem in their machine 

learning models for BD diagnosis. Therefore, it is 

strongly recommended that the feature selection process 

be performed during cross-validation to prevent 

overfitting to the dataset, hence, allowing for better 

generalizability and reproducibility of the classification 

outcomes. 

Another issue for statistical control of machine learning 

performance is to assure that the performance of the 

classifier is not random. A permutation test is required to 

evaluate whether the obtained result is at the chance level 

or not. However, such tests are frequently neglected. 

Furthermore, balanced accuracy, area under the curve and 

confusion matrix can be more complete indicators for 

performance estimation than just accuracy. However, half 

of the reviewed studies were limited to accuracy index 

only and the other half reported sensitivity and specificity 

indices as well. These indicators must be reported 

systematically by researchers, particularly for unbalanced 

sample distributions.  

Many psychiatric illnesses, including BD, are time-

varying in nature. However, all reviewed studies have a 

cross-sectional design and, to date, no longitudinal 

research has been published on the diagnosis of BD 

through machine learning. Such research designs are 

necessary for the development of prognostic, diagnostic 

or response to treatment models of machine learning. 

Furthermore, most publications in this field have focused 

on the problem of two-group classification, whereas we 

generally deal with much more complex conditions in 

psychiatry and psychology. Therefore, we strongly 

recommend that future works develop new statistical 

strategies in machine learning models to address 

comorbidity and multiclass issues.  

Many context-based ethical issues may emerge in applied 

machine learning in BD diagnosis and treatment 

processes. Currently, machine learning remains a research 

field and must be accompanied by ethical considerations, 

since no standard rules have been established to specify 

when a computer-based program is ethically authorized, 

given the highly complex circumstances of each 

individual. In addition, many machine learning models in 

BD are currently trained based on the judgment of 

psychiatrists, which can introduce human error into these 

models and bias the results. More use of unsupervised 

clustering and classification methods or the use of 

enhanced models with the help of labeled and unlabeled 

data (i.e. dynamic decision making) can help solve this 

problem. 

In recent years, promising classification models have 

been developed based on the concept of deep learning, 

which can automate the learning process through their 
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abstract representations of raw EEG or MRI data. Here, 

the reviewed studies using these algorithms seem to 

achieve better classification performance compared to 

traditional machine learning methods (36, 37, 53). Long 

short-term memory (LSTM) and convolutional neural 

network (CNN) are widely utilized deep learning 

techniques in these studies to diagnose BD. Deep learning 

algorithms are capable of automating the feature 

extraction process and increasing classification accuracy 

in order to objectively diagnose mental disorders. 

However, few studies to date have used these techniques 

for BD diagnosis, and future studies should focus more on 

deep learning methods for EEG/MRI data classification 

and automatic BD diagnosis. 

 

Limitation 
Although we tried to review many related studies and 

provide a fair perspective on the research in this field, 

failure to conduct a systematic review can lead to failure 

in reviewing all articles and related aspects in this field. 

However, the authors' experience suggests that the issues 

raised here exist in most machine learning studies. 

 

Conclusion 
Machine learning provides new opportunities for BD 

diagnostic purposes. Research utilizing machine learning 

applied to EEG signals and brain images has provided 

proof of concept for how this innovative technique can 

help psychiatrists distinguish BD from healthy people. In 

fact, considering the changes in brain volumes and 

electrophysiological activity of the brain, multiple 

researchers have demonstrated that machine learning can 

differentiate patients with BD from healthy individuals 

through EEG and MRI data. However, results have been 

somewhat contradictory and we must keep away from 

excessive optimistic interpretations of the findings. Much 

progress is still needed to reach the level of clinical 

practice in this field. 
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